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Presentation of AM resultsPresentation of AM results
Hypothesis testing reviewHypothesis testing review
Testing meansTesting means

OneOne-- sample tsample t-- testtest
TwoTwo-- sample tsample t-- testtest
OneOne-- way ANOVAway ANOVA
PairedPaired-- sample tsample t-- testtest

Hypothesis testing: a reviewHypothesis testing: a review

In hypothesis testing statistics, we set up a In hypothesis testing statistics, we set up a 
null hypothesis about the data, and then null hypothesis about the data, and then 
proceed to try to reject this hypothesis.proceed to try to reject this hypothesis.
The null hypothesis usually represents “no The null hypothesis usually represents “no 
effect”, “no difference”, or “no relationship”, effect”, “no difference”, or “no relationship”, 
though it may represent other possibilities though it may represent other possibilities 
as well.as well.

Errors in hypothesis testingErrors in hypothesis testing

Ho is false
(effect)

H0 is true
(no effect)

Reject H0
Sig. effect (TP)

1-β (power)
Type I error (FP)

α

Fail to
reject H0

Type II error (FN)
β

No effect  (TN)
1-α (confidence)
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OneOne-- and twoand two--tailed teststailed tests

Tests can be oneTests can be one--tailed or twotailed or two--tailedtailed
A twoA two-- tailed test looks for any difference from tailed test looks for any difference from 
the null hypothesis, no matter what direction.the null hypothesis, no matter what direction.
A oneA one-- tailed test looks for a specified tailed test looks for a specified 
directionaldirectional difference from the null hypothesis, difference from the null hypothesis, 
and does not test for differences in the other and does not test for differences in the other 
direction.direction.

OneOne--tailed tests are more powerful for a tailed tests are more powerful for a 
given given αα, but two, but two--tailed tests can find tailed tests can find 
effects in either direction.effects in either direction.

Degrees of freedomDegrees of freedom

Inferential (sample) statistics essentially involve Inferential (sample) statistics essentially involve 
fitting a model of the null hypothesis to the data, fitting a model of the null hypothesis to the data, 
and finding that the model is a poor fit.and finding that the model is a poor fit.
The more data you have and the simpler the The more data you have and the simpler the 
model, the less constraint there is upon how the model, the less constraint there is upon how the 
data can be distributed, and the more ways the data can be distributed, and the more ways the 
data might not be fitted.data might not be fitted.
Formally, the number of unconstrained data Formally, the number of unconstrained data 
points that the model is free to fit or not are the points that the model is free to fit or not are the 
statistic’s statistic’s degrees of freedomdegrees of freedom, or , or dfdf..

Degrees of freedom, exampleDegrees of freedom, example

A line is a model defined by two parameters: a A line is a model defined by two parameters: a 
slope and an intercept.slope and an intercept.
If I give you two points, you can always fit a If I give you two points, you can always fit a 
perfect line. There are no degrees of freedom perfect line. There are no degrees of freedom 
left to determine if the line fits well or not.left to determine if the line fits well or not.
If I give you three points, you need two of them If I give you three points, you need two of them 
to fit a line, and one is left to test whether a line to fit a line, and one is left to test whether a line 
is a good fit to the data. You have 1 is a good fit to the data. You have 1 dfdf. This is a . This is a 
weak test.weak test.
If I give you 100 points, you need 2 to fit the line, If I give you 100 points, you need 2 to fit the line, 
and you have 98 and you have 98 dfdf. This is a powerful test.. This is a powerful test.
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OneOne--sample tsample t--testtest

Goal: Given a sample, test to see if it Goal: Given a sample, test to see if it 
comes from a population with a given comes from a population with a given 
mean value of a variablemean value of a variable
Example: Is the mean GPA of medical Example: Is the mean GPA of medical 
students different from 3.0?students different from 3.0?

HH00: : µµ = k= k

HH11 µµ ≠≠ k    (2k    (2--tailed) or tailed) or µµ > k    (1> k    (1--tailed)tailed)

OneOne--sample tsample t--test in SPSStest in SPSS
Analyze…Compare Means…OneAnalyze…Compare Means…One--sample tsample t--testtest
Enter variable and test valueEnter variable and test value

NN MeanMean SDSD SE mean SE mean 

Highest Year of School CompletedHighest Year of School Completed 15101510 12.8812.88 2.982.98
7.68E7.68E--0202

OneOne--Sample TestSample Test

Test Value = 8Test Value = 8

tt dfdf Sig.   Mean Diff   95% CI of diffSig.   Mean Diff   95% CI of diff

LowerLower UpperUpper

HYSCHYSC 63.60263.602 15091509 .000.000 4.884.88 4.734.73 5.035.03

On average, Americans sampled had more than 8 years On average, Americans sampled had more than 8 years 
of education (t(1509) = 63.6, p < .05).of education (t(1509) = 63.6, p < .05).

TwoTwo--sample tsample t--testtest

Goal: Given 2 samples, test to see if they Goal: Given 2 samples, test to see if they 
come from populations with different mean come from populations with different mean 
values of a variable.values of a variable.
Example: Is the mean GPA of male Example: Is the mean GPA of male 
medical students greater than that of medical students greater than that of 
female?female?

HH00: : µµmm = = µµff

HH11 µµmm ≠≠ µµff (2(2--tailed) or tailed) or µµmm <  <  µµff (1(1--tailed)tailed)
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TwoTwo--sample tsample t--test in SPSStest in SPSS
Analyze…Compare means…Independent samples tAnalyze…Compare means…Independent samples t--testtest
Enter test (dependent) variable, and grouping Enter test (dependent) variable, and grouping 
(independent) variable, and define the two groups by (independent) variable, and define the two groups by 
their value on the grouping variable.their value on the grouping variable.

Group StatisticsGroup Statistics

Sex Sex NN MeanMean SDSD SE MeanSE Mean
HYSCHYSC MaleMale 633633 13.2313.23 3.143.14 .12.12

FemaleFemale 877877 12.6312.63 2.842.84 9.59E9.59E--0202

Independent Samples TestIndependent Samples Test

Levene’sLevene’s Test for Equality of Variances: F=11.226, p < .001Test for Equality of Variances: F=11.226, p < .001

tt--test, equal variances not assumed:test, equal variances not assumed:

tt dfdf Sig. Sig. Mean DiffMean Diff SE Diff 95% CI DiffSE Diff 95% CI Diff

3.8243.824 1276.4541276.454 .000.000 .60.60 .16.16 [.29,.91][.29,.91]

TwoTwo--sample tsample t--test, reportingtest, reporting

Men had a significant higher mean number Men had a significant higher mean number 
of years of education than women of years of education than women 
(unequal(unequal--variance t(1276)=3.83, p<.05).variance t(1276)=3.83, p<.05).
On average, men had 0.6 more years of On average, men had 0.6 more years of 
school than women (95% CI: [.29,.91]).school than women (95% CI: [.29,.91]).

OneOne--way ANOVAway ANOVA
(analysis of variance)(analysis of variance)

Goal: Given many samples, test to see if Goal: Given many samples, test to see if 
they come from populations with different they come from populations with different 
mean values of a variable.mean values of a variable.
Example: Do the mean GPAs of medical Example: Do the mean GPAs of medical 
students from students from SâoSâo Paulo, Paulo, MariliaMarilia, and , and 
BotucatuBotucatu differ?differ?

HH00: : µµspsp = = µµmm = = µµbb

HH11: at least one mean differs: at least one mean differs
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OneOne--way ANOVA in SPSSway ANOVA in SPSS
Analyze…Compare means…OneAnalyze…Compare means…One--way ANOVAway ANOVA
Enter test and group Enter test and group varsvars, optionally set contrasts, post, optionally set contrasts, post--
hoc tests, and options.hoc tests, and options.

DescriptivesDescriptives -- Highest Year of School Completed Highest Year of School Completed 

NN MeanMean SDSD Std. ErrorStd. Error
WhiteWhite 12621262 13.0613.06 2.952.95 8.32E8.32E--0202

BlackBlack 199199 11.8911.89 2.682.68 .19.19

OtherOther 4949 12.4712.47 4.004.00 .57.57

ANOVA ANOVA -- Highest Year of School CompletedHighest Year of School Completed

Sum SquaresSum Squares dfdf Mean SquareMean Square FF Sig.Sig.

BetwBetw GrpsGrps 240.725240.725 22 120.362120.362 13.74613.746 .000.000

W/in W/in GrpsGrps 13195.99413195.994 15071507 8.7568.756

TotalTotal 13436.71913436.719 1509 1509 

OneOne--way ANOVA, reportingway ANOVA, reporting

An ANOVA was conducted to examine the An ANOVA was conducted to examine the 
effect of race (white, black, other) on effect of race (white, black, other) on 
highest year of education completed.highest year of education completed.
There was a significant difference in There was a significant difference in 
education between races (F(2,1507) = education between races (F(2,1507) = 
13.7, p < .05).13.7, p < .05).

Contrasts in a oneContrasts in a one--way ANOVAway ANOVA

If you reject the overall null hypothesis, you still If you reject the overall null hypothesis, you still 
haven’t show which particular means are haven’t show which particular means are 
different from each other.different from each other.
You can analyze specific contrasts or You can analyze specific contrasts or 
comparisons of means to do this. comparisons of means to do this. 
You can either do tYou can either do t-- tests on pairs, or (better) tests on pairs, or (better) 
program the contrasts into the ANOVA analysis program the contrasts into the ANOVA analysis 
itself. This is more powerful, because it will use itself. This is more powerful, because it will use 
the ANOVA’s error estimate, which is based on the ANOVA’s error estimate, which is based on 
the full sample and usually more accuratethe full sample and usually more accurate
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Contrasts in SPSSContrasts in SPSS

To specify a contrast in a oneTo specify a contrast in a one-- way ANOVA, use way ANOVA, use 
the Contrasts button.the Contrasts button.
Contrasts are specified as weights for each Contrasts are specified as weights for each 
group in the grouping variable. For example, if group in the grouping variable. For example, if 
the groups are white, black, other, some the groups are white, black, other, some 
contrasts are:contrasts are:
1,1,--1,01,0 Compare white and blackCompare white and black
--1,1,01,1,0 Compare black and whiteCompare black and white
1,0,1,0,--11 Compare white and otherCompare white and other
1,1,--0.5, 0.5, --0.50.5 Compare white and mean nonwhiteCompare white and mean nonwhite

Contrast output and reportingContrast output and reporting
Contrast CoefficientsContrast Coefficients

Race of RespondentRace of Respondent

WhiteWhite BlackBlack OtherOther
11 --11 00

Contrast Tests Contrast Tests -- Highest Year of School CompletedHighest Year of School Completed

Value of  SEValue of  SE tt dfdf Sig. (2Sig. (2--
tailed)tailed)

ContrastContrast
Equal Equal varvar 1.161.16 .23.23 5.1475.147 15071507 .000.000

Unequal Unequal varvar 1.161.16 .21.21 5.6075.607 279.767279.767 .000.000

A planned contrast between white and black A planned contrast between white and black 
respondents found that white respondents had respondents found that white respondents had 
significantly more schooling than black (t(1507)=5.15, significantly more schooling than black (t(1507)=5.15, 
p<.05).p<.05).

PostPost--hoc testshoc tests

PostPost-- hoc tests are hoc tests are unplannedunplanned comparisons, comparisons, 
performed after looking at the data pattern.performed after looking at the data pattern.
As such, they capitalize on chance in the data, As such, they capitalize on chance in the data, 
and should not be accorded as much weight as and should not be accorded as much weight as 
planned comparisons.planned comparisons.
Moreover, if you perform a large number of Moreover, if you perform a large number of 
statistical tests (common in poststatistical tests (common in post-- hoc analyses), hoc analyses), 
you must consider the you must consider the familywisefamilywise (Type I) error (Type I) error 
rate, which is much larger than the perrate, which is much larger than the per-- test rate.test rate.
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BonferroniBonferroni: Highest Year of School Completed: Highest Year of School Completed

Mean Mean SESE Sig.Sig.
(I) Race (I) Race (J) Race (J) Race DiffDiff
WhiteWhite BlackBlack 1.16*1.16* .23.23 .000.000

OtherOther .59.59 .43.43 .520.520

BlackBlack WhiteWhite --1.16*1.16* .23.23 .000.000

OtherOther --.57.57 .47.47 .670.670

OtherOther WhiteWhite --.59.59 .43.43 .520.520

BlackBlack .57.57 .47.47 .670.670

*  The mean difference is significant at the .05 level.*  The mean difference is significant at the .05 level.

Corrects for Corrects for familywisefamilywise error by setting error by setting 
each test’s each test’s αα to 0.05/(number of tests)to 0.05/(number of tests)

Example: Example: BonferroniBonferroni testtest

PairedPaired--sample tsample t--testtest

Goal: Given 2 measurements of a variable Goal: Given 2 measurements of a variable 
from the same sample, test to see if their from the same sample, test to see if their 
means differ between measurements.means differ between measurements.
Example: For graduating medical Example: For graduating medical 
students, are mean GPAs higher at the students, are mean GPAs higher at the 
end of year 2 or the end of year 4?end of year 2 or the end of year 4?
HH00: : µµGPA,2GPA,2 = = µµGPA,4GPA,4

HH11: : µµGPA,2GPA,2 ≠≠ µµGPA,4GPA,4 (2(2-- tailed)tailed)
oror µµGPA,2GPA,2 <  <  µµGPA,4GPA,4 (1(1-- tailed)tailed)

PairedPaired--sample tsample t--test in SPSStest in SPSS
Analyze…Compare means…PairedAnalyze…Compare means…Paired--sample tsample t--testtest
Enter pairs of variablesEnter pairs of variables

Paired Samples Statistics: LE in 109 countriesPaired Samples Statistics: LE in 109 countries

MeanMean NN SDSD SE MeanSE Mean
Female LEFemale LE 70.1670.16 109109 10.5710.57 1.011.01

Male LEMale LE 64.9264.92 109109 9.279.27 .89.89

Paired Samples TestPaired Samples Test

Paired DifferencesPaired Differences

MeanMean SDSD SESE 95% CI95% CI tt dfdf sigsig (2(2--tail)tail)

5.245.24 2.272.27 .22.22 4.814.81 5.675.67 24.1124.11 108108 .000.000

Average life expectancy for women is higher than for Average life expectancy for women is higher than for 
men in the same country (t(108)=24.11, p<.05)men in the same country (t(108)=24.11, p<.05)
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Assumptions of tAssumptions of t--teststests

tt-- tests and ANOVA are tests and ANOVA are parametricparametric tests: they tests: they 
make assumptions about distribution of scores in make assumptions about distribution of scores in 
the populations from which the means are taken:the populations from which the means are taken:

Distributions are assumed to be normalDistributions are assumed to be normal
If two or more population means are being compared, If two or more population means are being compared, 
populations are assumed to have equal variancespopulations are assumed to have equal variances

These are fairly strong assumptions, but the These are fairly strong assumptions, but the 
tests are often ok even if they’re violated tests are often ok even if they’re violated 
moderately.moderately.
We’ll see We’ll see nonparametric nonparametric tests later that don’t tests later that don’t 
make these assumptionsmake these assumptions

Monday PM assignmentMonday PM assignment

Using the Using the hyphyp data set, test these hypotheses:data set, test these hypotheses:
1. The mean spatial perception score is 501. The mean spatial perception score is 50
2. The mean midterm score is different for case2. The mean midterm score is different for case--based and lecture based and lecture 

formatsformats
3. The mean final score is higher for case3. The mean final score is higher for case--based than lecture based than lecture 

formatsformats
4. Mean final scores are higher than mean midterm scores4. Mean final scores are higher than mean midterm scores
5. Create a new variable with 3 categories: new (<5 years post5. Create a new variable with 3 categories: new (<5 years post--

MD), medium (5MD), medium (5--15 years post15 years post--MD) and old (>15 years postMD) and old (>15 years post--
MD). Do mean satisfaction scores differ by this category?MD). Do mean satisfaction scores differ by this category?


